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&7 Some Science Drivers (&

*** Inherent complexity and multi-scale nature of todays
frontier science challenges.

** Requirement for multi-disciplinary, multi-
Investigator, multi-institutional approach (often
multi-national).

** High data intensity from simulations, digital
INstruments, sensor nets, observatories.

** Increased value of data and demand for data
curation & preservation of access.

** Exploiting infrastructure sharing to achieve better
stewardship of research funding.

¢ Strategic need for engaging more students in high
guality, authentic science and engineering
education.

May 2007 Office of CyberInfrastructure/Muioz 3



Advances in
components of Cl-
systems for S&E R&E

Complex, multi-scale,
multidisciplinary S&E
research challenges

30+ disciplinary
- workshops on ClI
__vision & impact

Cl Council,
Directorate/Office
Cl Activities, OCI,

ACCI

NSF internal
working groups

Vision
Framework
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High Data, Data

Performance Analysis &
Computing Visualization

N/

Learning &
Workforce
Development

Virtual
Organizations

All directorates and offices support cyberinfrastructure.

Science-driven partnerships between creation, provisioning
and use of ClI

Supports integrated research and education and broadened

access and participation.
Office of CyberInfrastructure/Muinoz
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& Mission of OCl

The mission of the OCl is to greatly enhance the ability of the NSF
community to create, provision, and use the comprehensive
cyberinfrastructure essential to 215t century advances in science

and engineering. This goal is implicit in many areas of the new NSF
Strategic Plan and is being pursued within the context of the evolving
Cyberinfrastructure Vision for 21st Century Discovery.

=

OCI will serve the Foundation and the NSF community in its mission through three
types of activity:

Borromean Ring:

1. provisioning of cyberinfrastructure resources together with mechanisms for Symbol of peer-to-peer
synergy. The three rings

flexible, secure, coordinated sharing of these resources among collections of taken together are

individuals, organizations, and institutions; g‘rf;gireaﬁ'neg g‘r‘fdrtehrgo"e
2. partnerships with others in science and engineering-driven, transformative other two fall apart. See

www.liv.ac.uk/~spmr02/rin
as/

use of Cl in research and education; and
3. 1dentification and transfer of the results of relevant R&D into the next
generation of ClI.

OCl is a cross-cutting enterprise that builds mutually beneficial partnerships will

all parts of the NSF, with other Federal agencies, and with the large and
growing Cl/e-science initiatives in other countries.

May 2007 Office of CyberInfrastructure/Muioz 5
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&  OClis about &
~Connectedness between

% Systems
** People
** Organizations



May 2007

collaboration enables

Multi-stakeholder collaboration required to
create, provision, and apply CI; Cl supports
collaborations across time and distance
(geographic, disciplinary, institutional)

learning | education llEREES

Learning and workforce development initiatives
required to create and use CI; ClI
enables/enhances learning/education

Office of CyberInfrastructure/Muinoz




@ - Achieving the NSF CI Vision
requires synergy between 3 types of

=

activities
Transformative Provisioning -
Application - to Creation, deployment
enhance discovery & and operation of
learning advanced CI

provides shared and
connecting CI

Office of
Cyberinfrastructure

Borromean Ring: The three
rings taken together are
inseparable, but remove any one
ring and the other two fall apart.
See
www.liv.ac.uk/~spmr02/rings/

R&D to enhance technical and

soclal effectiveness of future CI
environments

May 2007 Office of CyberInfrastructure/Muioz 8
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@ - Strategic Technologies for @
Cyberinfrastructure

<+ PD 06-7231 Standing program Strategic
Technologies for Cl — Core OCI program

— support work leading to the development and/or
demonstration of innovative cyberinfrastructure services for
science and engineering research and education that fill
gaps left by more targeted funding opportunities

— consider highly innovative cyberinfrastructure education,
outreach and training proposals that lie outside the scope

of targeted solicitations.

<« Two dates each year “T'he nurnbar and calivar of
orooosals suornitiac
o August 2007 0rooosals JJJ{fJJ__ c
o 2008 clarnonsirais ina naacl for
¢ rebruary this orograrn,” — panslist for

e $2M srol,

May 2007 Office of CyberInfrastructure/Muioz 9



High

Performance Increasingly important
Computing tool for understanding

Satellite tobacco mosaic virus, P. Aldehyde dehydrogenase, T.

, Freddolino et al. Wymore and S. Brown
Track 2: Four solicitations o
NSF Focus 1-10 Peta over 4 years: $30M/yr
FLOPS acquisition + additional Matter
at least one system O&M cost. First track 1
approved 8-07
100+ TeraFLOPS
multiple systems
Campus
1'5D TEI'EFLDF'S .LE"."'EF ] Sh|psey
significant number of systems .I_he EnVIronment
Society
= JohnQPublic
%12 - -
:j‘ e Y 2
8] & A
; ]| Ao
i 38 &
E w-  ughidatal - o Bush{madal)
2 - Gengidata) G| rruccherl)
GGF:E-M D, Can Sﬂ-ﬁ;}.'ll:n‘l Elutl:'.i:rn
{a) Al Volers
0Z S.-Y. Kim, M. Lodge, C. Tabd0

May 2007


file://localhost/Users/atkins/Documents/NSF%20OCI%20Bucket/PRESENTATIONS/GGF-18-2006.key

@ NSF HPC Acquisition @
Strategy

Track 2

(@reas a1wylaboj)
Alj1geded Bulleaulbua pue aJdualds

FYO6 FYO7 FYO8 FY09 FY10 FY11

May 2007 Office of CyberInfrastructure/Muioz 11
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& Track 2 Acquisitions®

Individual systems - provide capabilities
beyond those typically obtainable with
university or state funds

Collectively, as part of TeraGrid - provide a
diverse HPC portfolio to meet the HPC
needs of the academic research community

Annual competition: roughly $30M/year for
acquisition costs

O&M costs via a TeraGrid RP award

Primary selection criterion: Impact on
science and engineering research

Office of CyberInfrastructure/Muioz 12



QiTrack 2 Benchmarks &

+HPCC CHALLENGE
+SPIOBENCH

+WRF (weather framework)

+OO0OCORE (Out of core solver)

+GAMES (ab initio chemistry package)
+MILC (particle physics lattice QCD code)
+PARATEC (Parallel total energy code)

+HOMME (tools to create a high-performance scalable global
atmospheric model)

Thanks to HPCMOD and DOE Office of Science

May 2007 Office of CyberInfrastructure/Muioz 13



_ TACC Track-2
@Ranger System Configuration@

+Compute power - 529 Teraflops aggregate peak
— 3,936 Sun four-socket, quad-core nodes

— 15,744 AMD Opteron “Barcelona” processors
e Quad-core, four flops/cycle (dual pipelines)

+Memory
— 2 GB/core, 32 GB/node, 125 TB total
— 132 GB/s aggregate bandwidth

+Disk subsystem
— 72 Sun x4500 “Thumper” /O servers, 24TB each
— 1.7 Petabyte total storage

<+Infiniband interconnect
— Full non-blocking 7-stage Clos fabric
— Low latency (=2 usec), high-bandwidth (~950 MB/s)

<+ System Power: 3 MW
— 90 racks, 4,000 sq. ft.

Courtesy of TACC

May 2007 Office of CyberInfrastructure/Muioz 14



o 8 TACC Track-2 @
““Impact in NSF TeraGrid

<+ 470M CPU hours to TeraGrid per year

—more than double current total capacity of all TG HPC
systems

—1.8 Billion CPU hours over operational life

<+ 529 Teraflops peak
—2x total performance of all TeraGrid HPC systems
—8x top TeraGrid HPC system in performance, memory,
disk
<+ Balanced, general-purpose capability system
—More than 60,000 cores available

—Unprecedented scaling opportunities for computational
science and research

< Production for early capability users Dec 1, 2007

Courtesy of TACC
May 2007 Office of CyberInfrastructure/Muioz 15



Track 1 Acquisition @
(FYO7-10)

Examples of research problems:
<« The origin and nature of intermittency in turbulence
<+ The interaction of radiative, dynamic and nuclear physics in stars

<+ The dynamics of the Earth’s coupled carbon, nitrogen and
hydrologic cycles

<+ Heterogeneous catalysis on semiconductor and metal surfaces

» The properties and instabilities of burning plasmas and
Investigation of magnetic confinement techniques

» The formation of planetary nebulae

» The interaction of attosecond laser pulse trains with polyatomic
molecules

» The mechanisms of reactions involving large bio-molecules and
bio-molecular assemblages

» The structure of large viruses

» The interactions between clouds, weather and the Earth’s climate
May 2007 Office of CyberInfrastructure/Muioz 16




Track 1 Acquisition @
(FYO7-10)

» A system that will permit revolutionary science and
engineering research

» Capable of delivering large numbers of cycles and large
amounts of memory to individual problems

« Capable of sustaining at least 10*° arithmetic ops/second on
a range of interesting problems

« Have a very large amount of memory and a very capable I/O
system

< An architecture that facilitates scaling of codes

<+ Robust system software with fault tolerance and fault
prediction features

< Robust program development tools that simplify code
development

< A single physical system in a single location

May 2007 Office of CyberInfrastructure/Muioz 17




o 8 Other Federal Government @
+ HPC Activities In (near)

Petascale

+DARPA High Productivity Computing Systems

—Sustainable petascale systems
—PRODUCTIVITY
—In Phase 3: IBM, Cray

<+ DOD HPC Modernization Office

< DOE Office of Science
—ORNL, NERSC, ANL

<+ DOE National Nuclear Administration Agency
— Capacity/capability computing systems
May 2007__ LLNL’ L ANL’ Sa(ﬁida'P&yberlnfrastructure/Mur”\oz 18



ACCELERATING DISCOVERY IN SCIENCE

@ ~ AND ENGINEERING THROUGH PETASCALE @
SIMULATIONS AND ANALYSIS

< NSF 07-559: PetaApps

— Several NSF Directorates participating

<+ develop the future simulation, optimization and
analysis tools that can use petascale computing to
advance the frontiers of scientific and engineering
research

<+ beyond the current state-of-the-art.

— emphasis is on implementation and exploitation of forefront
techniques.

< research problem that requires or can exploit
petascale computing capabilities

< $21.5M (11 - 22 awards)
<+ July 2007

May 2007 Office of CyberInfrastructure/Muioz 19



@ - High-End Computing
= University Research Activity

+HECURA FY 2006 Budget 14.5M

+NSF/DARPA/DOE/EPSCoR activity
—Input/Output capabilities
—File Systems
—Storage Systems
+62 proposals submitted in February 2006
+Nineteen projects were awarded.

+FY 2008 Budget 8M (Planned)

+NSF activity will be focused on
—HEC Programming Models
—HEC Languages

—HEC Compilers

May 2007 Office of CyberInfrastructure/Muioz
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Data, Data
Analysis &
Visualization

Challenges: increased scale, heterogeneity, and re-use

of digital scientific information and data. Inadequate digit
preservation strategy of long-lived data.

Taking initial steps to catalyze the development of a

federated, global system of science and engineering data
collections that is open, extensible, evolvable, (and
appropriately curated and long-lived.)

Complemented by a new generation of tools and services to

facilitate data mining, integration, analysis, visualization
essential to transforming data into knowledge.

Digital Data

116,064,590 114,064,900

114,064,910
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116,064,950 11,064,940
100 ke
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~Microarray Results
Select Experinent

Current tem: Gene At12u75

ATGCTGATGCTGTCGTAGTCGATGTACTGCTAGTOGTAGCT TAGCTATAGCTGCT

GCTAGTAGCTGCATGCTGTAGCTGTAGTCGCTGATGCTGTGATACGTAGTCGATG
CTAGTCATGTGCTGCTAGCGCTCTAGATCTAGTCGTGTAGCGTAGCTACTAGCTA
GTGCTGATGCTGTAGTGCTGATGCTGTAGTCGTATGOGTGATGCTGATGCATGE

TGATGCTGTCGTAGTCGATGTACTGCTAGTCGTAGCT TAGCTATAGCTGCTGCTA
GTAGCTGCATGCTGTAGCTGTAGTCGCTGATGCTGTGATACGTAGTCGATGCTAG
TCATGTGCTGCTAGCGCTCTAGATCTAGTCGTGTAGCGTAGCTACTAGCTAGTGE
TGATGCTGTAGTGCTGATGCTGTAGTCGTATGCGTGATGCTGATGC

LPPPAFFRSRSYCKRWYSLIFSTTFLELHLOASPIRHWFMFFKQQSIKHHIYNNNSTN
ARPTNYEGYLFDPQTLKWYRISFPLIPPGFSPASSSGGLICWVSEDSGPKNILLSNPL
TNTAIQLPSTLEPRLCPTIGLTITNSSIDISFAGDDLISPYAVKNLTSESFHIDVGGFYS!
[WNTTSSLPRLCSLESGRMVHVAGRFYCMNYSPFSVLSYDISLNGWCKIGAPMRRF

LRSPTLVESKGKLILVAAVEKSKLNVPKSLRLWALQECG TIWVEIERMPOGLYIOFAE]
EGGRGFSCVAHAEFWILIRGSYDKAVMFDFCRKQWVWVPPCPYVGGDDELHGFA

YEPRLAVPITPLLEQLTLPFQSFTA

MEAFQTPIFNLPLPYGFTTTPNTINLGNTMIMS TTNPWMDCRIWSRLPQKLIDRIIAC

Test Conditions l&mm taken every 3 hours over a 24 hour day/night

[Time Course- 24 hous

cycle. 8 houss ight, 16 hours dark
|

Reference lwdmwn etal, The Plant Cel, 34, pp191-203, 2002

~Wild Type Information
Expression in the nd pet
expression in the carpel

GO-D: GO:0002465
Swiss Prot ID: 5526352653
EMBL ID: AT45537
Genbank ||

-~ Mutant Phenotypes
Select Allele [1101 -

Conversion of sepals to petals and petals
to stamen-ike structures

e— —
2.8 5 7.8 19 12,5 18
i i h 1

- -

o e— -

= — =

= —

Alleles

'

Homologues

Alignment
EMBOSS

NCBI Toolkit

AlE [

Phylogeny

Office of CyberInfrastructure/Muioz

Lifema&

Selected Species: Lynx rufus - Bobcat

L Species Information Reviews

@ Identify point

RPN Continental scale

NSF Leadership for OSTP/Interagency Working Group on

TPSL

| Points. Color Scientific Name Comm
75 degrees
Calif Berk, Mus Vert Zoo: Mami
o Lynx rufus  bob

:U Kansas Mus Nat Hi Mammals
Lynx rufus b
:Field Mus Nat Hist, Chicago: Mammals

o ® Lynxrufus  bobeat

:California Acad Scienc Mammals

o nx rufus  bobeat

S:Univeristy of Alaska Museum: Mammals
o ®  Lynx ruf b

:James R. Slater Museum: Mammals

o Lynx ruf bobcat
Tech University: Mammals
Lynx rufus
um SW Biology: Mammals
Lynx rufus  bobeat
seum: Mammals
rfus  bobeat

GARP Predictive Model L
Visible Color Mo

u Mo
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@ - New Report: To Stand the @
Test of Time

To Stand the Test of Time Available Online a,t
http://www.arl.org/info/ev

ents/digdatarpt. pdf

May 2007 Office of CyberInfrastructure/Muioz 22
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Community Based Data @

@ Interoperability Networks
+ NSF 07-565 “INTEROP”

— Several NSF Directorates participating

< Support community efforts to provide for broad
interoperability through the development of
mechanisms such as robust data and metadata
conventions, ontologies, and taxonomies

< Each project shall have two goals:

— Develop community consensus (e.g. workshops, task groups,
community websites, etc.)

— Turn consensus into technical standards with implementation
tools (e.g. ontologies, taxonomies, software tools, web
resources, etc.)

< Approximately 10 $250K/yr. awards (3-5 yrs.)
<+ August 2007

May 2007 Office of CyberInfrastructure/Muioz 23




Virtual ® To catalyze the development, implementation and evolu

Organizations of a national cyberinfrastructure that

® To promote and support the establis
VOs that are secure, efficient, reliab
pervasive, persistent and interopera

Integrates both

physical and cyberinfrastructure assets and services.

nment of world-class
e, accessible, usable,
nle, and that are able to

exploit the full range of research anc
available at any given time

education tools

To support the development of common cyberinfrastructure
resources, services, and tools that enable the effective,

efficient creation and operation of end-to-end

et

Enabling Grids
for E-sciencE

Office of Cyberinfrastructure/Muioz

cyberinfrastructure systems for and across all science and
engineering fields, nationally and internationally.

24



. "?7 yal Organizations offer additional modes of interacti
between People, Information, and Facllities

Time
Same Different
(synchronous) (asynchronous)
GE) ST-SP DT-SP
O ~3lF: Physical mtgs |P: Shared
- oMl Print-on-paper |notebook
% 8 D00KS, journals I: Library reserves
= © : Physical labs, |F: Time-shared
o O studios shops physical labs, ...
L ST-DP DT-DP
uﬂzJ P: AV conference P: Email
S I: Web searoh ~ |I: Knowbots

F: Online 5 F: Autonomous
fmstruments - |observatories

P: people, I: information, F: facilities, instruments

May 2007 Office of CyberInfrastructure/Muioz 25



nglneerlng Virtual Organization
(EVO) NSF 07-

% Primary purpose of this solicitation is to promote the use
of Virtual Organizations (VOs) in ENG communities

— flexible, secure, coordinated resource sharing among dynamic
collections of individuals, institutions, and resources

<+ Early ENG experience with gateways has been very
positive
— nanoHUB.org for nanotechnology researchers

NSF

—

Y&
G

TeraGrid

— NEES for earthquake engineering researchers
» EVO will provide seed grants to ENG communities

— Defining user needs for shared community resources
— Formulating organizing principles and VO structure
— Building a prototype and developing a plan for full-scale impl

<« Program size: 10-15 awards, $100-200K
<+ Letter of Intent: May 31, 2007; Full Proposal: July 3, 2007
ENG, OISE

May 2007 Office of CyberInfrastructure/Muioz 26



o ®

Let’s look at a few real example Grid
Science Gateways

May 2007 Office of CyberInfrastructure/Muioz



@ CHEF {dev-local); Worksite - Microsoft Internet Explorer

File Edt ‘iew Favorkes Tools  Help i
i , i N "

@Back > ﬂ g A /.JSearch . ( Favories @Media 6‘* == i‘i E

Address -@jhttp:Hneespop.ce.unr.edu:92?1J'cheﬂ'portalJ'groupJ'NEESgridUNRJ’pageJ’default.psmlll'js _nang/P-F16ab04bFe-10006 v GD Links

EESqgrid Nov 14, 2002 D5:43 pm_ A
WarkTooks 5§ My Workspace  NEESgrid UNR  NEES@rid Support  NEESgrid Al

Video Cameras

-0 KHEG PL@O R &

NEESGrid

O-0 MREG PYr@@

Iy - 7 x
o-e

NEESqgrid

VéorkTaol; #8

1L DataViewer
‘v B e

Event; "core: ex2 sinel-4"

Home

My Warkspace  NEESgrid UNR _NEESqrid Suppart

Mov 14, 2002 05:40 pm A

schedule sinet |-0.062791

Announcements sinel |-U.24EEQ

Resources gined |-D_187381

Discussion

10

sined |-0125333
Telepresence

Server - |

Video Cameras ) |

i

ENotebook |

Data
Browserf¥iewer ) |

NEESgrid
Repository

3@ .'f::-ﬁx

fi

TR NEESqgrid
TeleRobotic Video Camera 1 Wvﬂﬂvw“g My Workspace  NEESgrid UNR  MEESgrid Suppart  NEESgrid All

Mov 14, 2002 05:42 pm 4

Schedule T NEES Data Browser
: . ‘v-«t‘t\"ﬁ#"‘ -

Announcements

Resources Schedule
Symbol key:

Announcements

I

Discussion £ The folder is open [click to close).
Resources £3 The folder is closed (click to open).
éj Download this file using GridFTP.

% Upload a file to this folder using GridFTP,

Telepresence Discussion
Server

Telepresence

- Server
Yideo Cameras

Video Cameras

0 il

1 & sensor data
1 & white noise

Customize 1 & sensor data
Users Present 1 S sensor data

Logout

ENotebook Delete Object
ENotebook
Data Data.
Browser/Yiewer Browser/Viewer| | o [Sarver Root]
NEESqrid £ UNR Demo
NEESqrid Repository = Bridge Shake Table Experiment
Repository Chat 83 Data Acquisition
& Y white Noise System
Chat | Browse Testhed Idertification
W white Naise System
B Testhed Testhed Status Identification Channel
FONTAE E3I0E 3 Configuration
‘ﬁ T h T d ? o flll'l " o T ';Iews 1 & sensor data
& (1 item remaining) http: 134,197, 37, 119/ awis-caifmjpg/viden. coifresolution=fullsizefcamera=1 i 3 & white noice

[Charles Several & 3?@ 1940 Imperial Valley-El
] Lars Shumann Centra 100%
Wis40 Imperial Valley-El Centra
100% Channel Configuration
& people

May 2007

« |NEES Repository @ UNR

?9 Configure data streaming and recording for this
event,

& Make this event viewable with the NEES data
wiewer,

= Follow a link between objects,

Folder "Data Acquisition"

name (stning)
Data_acquisition

lastAccessedTimestamn (Himestamp)
2002-11-12 13:15:06.053

lastiodifiedTimestamp (timestamp)
2002-11-12 13:15:06.053

originalléersionlD (object)
WDtz Arguisition

versioniumber (integer)
0

creationTimestamp (Himestamp)
2002-11-12 13:15:06.055

lockTimestamp (timestamp)
1969-12-31 18:00:00.0

Office of CyberInfrastructure/Muioz
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: Portal Home

BIRN

BIOMEDICAL INFORMATICS RESEARCH NETWORK

Login Information

BIRN VWebsite Account Request

Username:

Password:

Login |

¢ Request 3 BIRN account
(must be a BIRN participant)
¢ Email BIRN Portal admins

BIRN Portal Login

You must have cookies enabled to
login to the BIRN Portal, in addition,
Javascript is highly recommended but
not required.

The latest version of Java will be
required to access some of the
applications.

For optimal browsing please use a
Mozilla based browser.

Older versinns nf Safan will pxnerience

Portal Requirements

Welcome to the BIRN Portal

otyle Help

Username:

]

Password:

guest registration.

ﬁ] N

| ‘a E (0 gglll‘_g*oug CS“ e

The Biomedical Informatics Research Network (BIRN) Portal provides BIRN
members with a single sign on web portal to access data grid files, computation
grid resources, and a variety of collaboration tools to facilitate the scientific needs
of BIRN researchers. Non-BIRN participants may access the portal through a

Portal “’

s
earch Network

Office of CyberInfrastructure/Muinoz




The LEAD Vision:
Adaptive Cyberinfrastructure

SHOWERS L Sy
il
Ry
SUNDAY
[=)

DYNAMIC OBSERVATIONS Analysis/Assimilation Prediction/Detection
Display,
Quality Control PCs to Teraflop Systems Dissemination
Retrieval of Unobserved
Quantities

Creation of Gridded Fields

Models and Algorithms Driving Sensors

The CS challenge: Build cyberinfrastructure services that provide
adaptability, scalability, availability, useability, and real-time
response.

End Users

NWS
Private Companies
Students
May 2007 Office of CyberInfrastructure/Muioz



2 NANOHUB.ORG - Microsoft Internet Explorer

File Edit WYiew Favorites

QBack v x} zl

Search Favorites  40<] -

Address &_f] http: v, nanohub.orgfindex. php?option=com_wrapper&wrap=RasMol

Nanohub - nanotechnology

Home

On-Line Simulation
Electronics
HEMS
Materials
Chemistry
ECAD
Devices
Process
General Productivity
Tool Index
Help

Resources
Courses
Short Courses

sSeminars

Education
Hano Curriculum
Summer Institute

Summer Schools

Community
Linking Bio & Hano

Hanocomputing Debate

Forums
May 2007 Repository

#_:;_] Applet vncviewer started

HUB

Online Simulation and More

[
=

RasMol Versich 2.7.1.1

File Display Colours Options Export

B % Internet

&



World Class Research Networking

GEANT: The world’s most advanced international research network .r b
.wm.net GEANT Global Connectivity October 2004 DA NTE

www.dante.net

%VO -substrate: International R&E Networking @

‘GLORIAD-CSTNeU2.5Gb

155 l\‘m Is

ks Mot s

GEANT and NORDUnet Networks
B ALICE Network

B EUMEDCONNECT Network
W TEIN2 Planned Network
I SEEREN Network

GEANT is operated by DANTE on behalf of Europe's
research and education networks.

LAty

* *
D9 Isbrmtion Saslty
CA"netd
Asia - Pacmx Europe
A
Seanle é\aﬂorsﬁu
Wave ,—-*""“'_“ Europe
Pacific U\ V4 New York GeanT
NGIX-W. \ e GEANT! « v
Los Angeles \ NGIX-E CANet |
San Diego \ m: AtlanticWave .c_ar" —" London s J
e |
Asia-Pacific  CENI ., [Seern s
et et Se@tue U A
NSF NSF Europe Beijing * = Tokyo _,..--""'_"" F’alu Al o MNew York -,
WHREN-LILA WHREN-LILA GEANT L iy gy |
Mexico City T . ‘.' Li sy
oy BLTS R . ABILENE
155 Mbps 1 Hawail
(Red (l/\RA] Caracas ! !' '...
Panama 'L : "-\
L ]l
Singapore | Py . v
L] .
5 : South America
. [
South Asia: ° : Fiji
Middle East} % !
*
Europe Europe %, 1 — 155Mpbs
622 Mbps tepr — ,Q — G22Mbps
a0 Paulo (GEANT) Parth "\
AARNet .)5
Auckland
F. A
I NSF WHREN-ULA Sanus Buenos Aires
B B B Afiontic Wave
BN AMPATH (45 Mbps)
B Red CLARA (155 Mbps)

10Gbps Research
------- Planned AARMet Links

Peering Links
Planned Peering links
Existing International PoP
Potential Peering Point
CDaarnet

May 2007 Office of CyberInfrastructure/Muioz

32



yber-enabled Discovery and Innovation

NSF Priority Area (FY 2008 — 2012)
Cyber -enabled Discovery and Innovation (CDI) will broaden the

Nation’s capability for innovation by developing a new generation of
computationally based discovery concepts and tools to deal with
complex, data-rich, and interacting systems.

+ Conduct of science and engineering has been
revolutionized by

— the infusion of computational science and simulation in the traditional
experimentation-observation-analysis-theory loop, and

— by eliminating the geographic constraints for collaboration and
experimentation.

% Primary CDI Themes "‘:c‘;‘;sm'?,sq
— Knowledge Extraction - Sy 47‘lo~

— Complex Interactions I POPULATION
- - . : ORGANISM
— Computational Experimentation S
— Virtual Environments ‘-'f'-nssus
— Educating Researchers and Students CELL

%

7))

"“r/%
I,r"

Computational Discovery ? G

<+ Be on the look-out during FY08

# MOLECULE

Courtesy of Deshmukh/OCI
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Learni . .
Vﬁﬁ:ﬂ;ﬁ?cﬁ‘ Learning supported by CI. (cyber-enabled learning).

Development

Workforce development to create and use Cl for S&
research and education.

* Broadened participation: Exploit the new

~ opportunities that cyberinfrastructure brings for ...

=1 people who, because of physical capabillities, location,
N or history, have been excluded from the frontiers of

d scientific and engineering research and education.

* Explore CI support for integrated research and
education.

BIOINFORMATICS CI INSTITUTE MARIACHI CyberBriqueS
May 2007 Office of CyberInfrastructure/Muioz 3



@ CI-TEAM @

» THe CI-TEAM program supports projects that position the
national science and engineering community to engage in
Integrated research and education activities that promote,
leverage, and optimize cyberinfrastructure technologies,
tools, and services. CI-TEAM awards will:

— Prepare current and future generations of scientists, engineers,
and educators to use, support, deploy, develop and de3|gn cyber-
augmented research and learning environments, both formal and
Informal;

— Establish collaborative teams representing the expertise of at
least one disciplinary domain with that of computer/information
sciences and education or social sciences in order to inform ClI-

TEAM activities from an appropriately interdisciplinary knowledge
base; and,

— Expand participation in cyberinfrastructure activities of diverse
groups of people and organizations, with particular emphasis on
partnerships with traditionally underserved groups, communities,
and institutions as bother creators and users of CI.
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$F CclTEAMFYo7-8 &

+* Refined CI-TEAM Solicitation

— Reflects CI VISION statement
— Encourages INTEGRATION of research and education

— Emphasizes BROADENED PARTICIPATION of underrepresented populations,
Institutions, and fields

— Requires EVALUATION of project process and outcomes

— FYO07/08 program funds ~ $10M for two types of awards:
— Demonstration Projects < $250,000
- Implementation Projects < $1,000,000

**» Grantees & Aspiring Grantees Workshop
— July 9-11, 2007 in Washington, DC

— 130-150 grantees, aspiring grantees and cyberlearning community builders
F2F; « by Webcast

— Where has CI-TEAM been and where should cyberlearning and discovery go?

Courtesy of D. Rhoten/OCI
drhoten@nsf.gov
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@ - Software Development for @
- Cyberinfrastructure

<+ NSF 07-503 (closed)

<+ Develop, deploy and sustain a set of reusable and
expandable software components and systems that
benefit a broad set of science and engineering
applications

— software activities for enhancing scientific productivity and for
facilitating research and education collaborations through
sharing of data, instruments, and computing and storage
resources. The program requires open source software
development

<+ Three focus areas: HPC, Middleware, Digital Data
<+ Pending funding will be re-issued in 2008
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www.nsf.qov/oc

CYBERINFRASTRUCTURE VISION
FOR 21T CENTURY DISCOVERY

| FUNDING | AWARDS | DISCOVERIES | MEWS | PUBLICATIONS | STATISTICS | ABOUT | FastLane

National Science Foundation SEARCH
OFFICE aF MSF Web Site =]
Cyberinfrastructure o

OCI Home OCI Funding OCI Awards

“yvberinfrastructure - .stimulating
advances in 21st century

science and engineering

m

Vlew OCI Staff Directory Reports and Warksho
Search OCI Staff Directory + Career Opportunities - Dear Colleague Letter Relating to
L",'I:EI'II‘TI'B5[I'LC[LI'Q and
S The Office of Cyberinfrastructure (OCI) announces a natlonwlde Its Impacts
search to flll a number of Program Director positions. For more _FIIII@
General Information About OCI Infarmatien, click on the link

Career Opportunities http://www.nsf.gov/ publications,/vacancy.jsp?org=0CI&nsf_org=0Cl }ffpf_nlCrPL?I._Ql_HI'ttCP
Advisory Fanel on

Advisory Committee + Petascale Acquisition Forum, Mar 24, '06 Cyberinfrastructure

Budget Excerpt MSF Invites Frospective Proposing Institutions and Wendors to a Other Site Features

Discussion of Flans for a Petascale HPC Acquisition

Speclal Reports
How to Prepare Your Proposal A Indicated In the President's FY 2007 Budget Request, NSF Is Research Overvie

S8 BWS
Grant Proposal Guide planning for the acquisition of a petascale high-performance
s . computing (HPC) system. Subject to the avallability of funds, nsF | Multimedia Gallery
Frequently Asked Questions expects to begin funding the resulting multl-year acquisition project | Classroom Resources
Other es of Proposals In FYO7. The petascale HPC system to be acquired will permit e
sclence and engineering communities to address some of thelr most | MSF-Wide Investments
computationally challenging research needs.

HPC system vendors and potentlal resource provider organizations
(organizations who, elther separately or In collaboration with others,
Grant Policy Manual wish to propose to manage the development, deployment, and
! operation of a petascale system on behalf of the sclence and
Grant General Conditions engineering research community) are Invited to meet with each
. . other and with NSF staff to discuss the time-line and strategy for
this petascale system acquisition on Friday, March 24, 2006, from
Speclal Conditions 5:008.m. - 11:00a.m., at the Matlonal Science Foundation, 4201
ederal Demonstration Fartnership Wilson Blvd., Arlington, VA, 22230. Those Interested In attending
this meeting should send emall with thelr name and affiliation to
Policy Office Website HPC-Input@nsf.gov, no later than March, 20, 2006. Space Is

Reglonal Grants Conferences

National Science Foundation
Cyberinfrastructure Council
March 2007

Solicitations Posted Here
: : http://www.nsf.gov/pubs/2007/
Seeking more program officers. nsf0728/index.jsp
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http://www.nsf.gov/oci/

Cyberinfrastructure: @
he Tide that Raises All Boats

£
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